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Wall-resolved large eddy simulation (WRLES) is often thought to have mesh resolution
requirements that grow at the same asymptotic rate as direct numerical simulation (DNS),
but WRLES actually does grow slower than DNS, even if the near-wall region is resolved
to DNS resolution. In this paper, a new simulation concept dubbed LESpNs is undertaken,
where the near-wall and inflow resolution of a WRLES is taken down to DNS levels. The
primary advantage of this approach is that it removes the need for sub-grid models in the
highly-anisotropic near-wall region, where they are the least mature. When combined with the
use of unstructured grids that coarsen in all three directions outside of this near-wall region,
significantly higher Reynolds numbers may be simulated for wall-bounded flows relative to
traditional DNS. In this work, LESpng is applied to the zero pressure gradient flat plate
boundary layer and Gaussian bump problems. The new concept was found to be effective
for both cases tested. In particular, LESpns of the Gaussian bump was able to closely match
DNS results at a fraction of the cost despite the complex physics involved with the problem.
It is found that the new concept is effectively able to provide the sub-grid stress model with
a “perfect wall model”. Because of this ‘“perfect wall model”, deficiencies in the standard
dynamic sub-grid stress model were identified in the outer region of the boundary layer in the
Gaussian bump case.

I. Nomenclature

Cy = coefficient of friction
C, = coeflicient of pressure
A = grid resolution
0 = boundary layer height
k = turbulent kinetic energy
% = dynamic viscosity
Vi = eddy viscosity
L = characteristic length of Gaussian bump
Rey = momentum thickness Reynolds number
Si;j = strain rate tensor
S strain rate magnitude, /25;;S;;
U, = reference freestream velocity
ur; = friction velocity, v/, /p
Superscripts
+ = normalized by wall units

~

= fluctuating component

Subscripts
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in = inlet values

n = wall-normal component
= streamwise component, tangent to wall
z = spanwise component

II. Introduction
HILE the continued improvement of computer resources for computational fluid dynamics (CFD) has enabled
the simulation of a number of flows with highly accurate direct numerical simulations (DNS), these flows are still
limited to relatively low Reynolds numbers and mostly focus on simpler canonical physics [1H6]. By contrast, many
engineering flows that require the use of reliable turbulence modeling experience significantly larger Reynolds numbers
and a larger degree of complexity [7H11]]. This disparity between the high-fidelity data available and the flows of interest
to engineers limits the value of such DNS.

A reduction in the computational cost of the simulation is achieved by performing large eddy simulation (LES),
wherein only the larger eddies responsible for the majority of the turbulent transport are resolved, while the effects of
the small and unresolved scales are modeled. With LES, higher Reynolds number flows can be computed [12], however
a model must be used to represent the scales that are not resolved (sub-grid scale model). Sub-grid scale (SGS) models
are relatively more mature and better understood for the isotropic regions of the flow found in the outer part of the
boundary layer, but are less so for the anisotropic scales encountered in the near-wall region [13H15]. As a consequence,
while LES extends the reach of scale resolving simulations to larger Reynolds numbers, the accuracy of the computation
is sometimes negatively impacted by the inaccuracies of SGS modeling near the wall [[16].

The purpose of this study is to use a mixed DNS and LES approach, heretofore referred to as LESpys , in order to
achieve a level of accuracy similar to DNS while keeping the cost of the simulation only slightly larger than wall-resolved
LES (WRLES). The LESpNs framework is most similar to a WRLES, but with the suspect inner layer region (i.e.
yt < O0(100) or y/6 < 0.1) refined to DNS resolution such that all scales are resolved and the SGS modeling is shut off.
Effectively, DNS is performing the role of the “perfect” wall model for the LES region above it. Perfect is in quotes
because the claim is subject to the fact that the DNS layer is being driven by the LES above it. To the extent that the
structures close to the wall are not too strongly influenced by the small scale structures away from the wall, it is perfect.
Furthermore, the term “model” is used loosely because in fact no modeling is being performed in the DNS resolved
near-wall region. While it is a commonly held belief that meshes required for WRLES grow at the same rate as DNS
(10/4 power of the Reynolds number), this is not the case. Even a WRLES that refines to DNS resolution below a
y+ = O(100) has an asymptotic mesh growth rate 3/4 lower (e.g., 7/4 power as observed in Fig. [I). The lower growth
rate is due to the fact that, as the Re is increased, the portion of the boundary layer that requires this fine resolution
is of fixed size while the portion that requires much coarser outer layer LES resolution continues to grow. This is
plainly seen in the behavior of the wall-normal spacing. For DNS, it is capped at 6-12 plus units while an LES can
allow it to grow geometrically until it reaches the outer layer scale (typically 6/20 - §/64). The key value in using this
LESpns approach is thus that, due its lower growth rate, it can be applied to significantly higher Reynolds numbers than
DNS and thus broaden the range of Reynolds number effects that can be studied under a fixed computational resource
while maintaining a high level of accuracy. Another significant benefit is that it isolates the inner and outer regions
of the boundary layer, enabling the evaluation and improvement of SGS closures in the outer layer of complex flows
when the inner layer is computed with DNS accuracy. Finally, it provides DNS-quality data for the inner layer at higher
Reynolds number which is not only essential to understanding the fundamental physics but also to evaluate and improve
lower-fidelity closures in this region for WRLES, wall-modeled LES (WMLES), and Reynolds-averaged Navier-Stokes
(RANS) simulations [6} 17, [18]].

For testing LESpns , a turbulent boundary layer over a planar bump geometry seems a natural choice. It provides a
succession of pressure gradients in addition to subjecting the flow to geometric effects. There are many bump geometries
popular in numerical simulation, including the NASA wall-mounted hump [19], which has been studied in DNS [20]],
WRLES [16, 21]], and WMLES [22], and the parametric circular bump [23], which was recently studied in [17] for a
family of bumps using WRLES. For this paper, the Gaussian bump [24]] will be used for testing the LESpns concept. It
is being studied experimentally [25] and has been the subject of DNS, LES, and RANS computations [9, 26, 27]. An
overview of the flow physics is given in Section The SGS model selected for LESpns was the standard dynamic
Smagorinsky model [[13, 28], which has been successfully used for other bump WRLES simulations [17, 21]]. In
addition to the Gaussian bump, an LESpns simulation of a zero pressure gradient (ZPG) flow over a flat plate is also
studied. The latter provides a validation of LESpns on a simple, well understood flow, while the bump will fully test the
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Fig.1 Mesh sizes required with various scale resolving simulation approaches as a function of Rey for a bump
flow with domain 706;;, long and 106;, wide.

paradigm and it’s potential cost savings.

ITI. Computational Setup and Flows Studied

A. LESDNS Method

For an LESpns approach, the grid resolution is critical as, with the use of the dynamic model, it will effectively
designate where the DNS and LES regions of the domain are. As such, there are three main layers of the grid: the
inner layer, outer layer, and free-stream. The inner layer will contain DNS resolution, while the outer layer will be LES
resolution. Finally, the grid may be coarsened further in the free-stream where no turbulence structures exist and only
inviscid flow gradients need to be resolved. Changes in resolution were achieved smoothly using an unstructured grid
composed of tetrahedral elements.

For the simulations considered in this paper, the inner layer mesh will extend up to n* ~ 80, where n is the
wall-normal direction. The inner layer resolution will be normalized to local wall-friction units. For the meshes in this
paper, precursor RANS simulations are used to estimate the local Wall—frictio when translating from the targeted
wall-friction-normalized resolution to physical mesh resolution. The outer layer was extended twenty percent higher
than the RANS boundary layer thickness to account for intermittency of the super-layer. The outer layer mesh starts at
the top of the inner layer and therefore matches the DNS resolution. However, as it progresses away from the wall, the
normal mesh resolution stretches to no larger than Any,x = §/64 to maintain adequate resolution for LES in that region.
The wall-parallel grid spacing may also expand in this region to roughly the same size as the normal spacing since
isotropic eddies are expected. Finally, the free-stream further coarsens outside of the outer layer. Note, by coarsening in
all three dimensions very smoothly (growth rates of one percent in the streamwise direction and five percent in the
normal direction), LES resolution of the outer layer is gradually achieved. This mesh design results in an unstructured
LESpns grid with far fewer elements than a DNS while matching its near wall resolution. Collectively, these features
allow LESpys to extend to much higher Reynolds numbers than DNS and while remaining free of near-wall SGS
modeling limitations.

The standard dynamic Smagorinsky model is used as the SGS model [13| 28]. It is known that as the grid size
approaches the Kolmogorov length scale, the standard dynamic model will over-predict the Smagorinsky coefficient,
leading to excess eddy viscosity, v, [29]. Therefore, to make the simulation be true to the spirit of the LESpns concept,

*A limiter on the wall-friction is used so that unreasonably coarse meshes are avoided in regions of ill-defined wall-friction in the vicinity of flow
separation.
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Fig. 2 Comparison of using v; suppression in the STG development region and the near-wall region. The top
is without v; suppression and the bottom with suppression. The contour shown is instantaneous v, /v.

the v, value is forced to zero in the near-wall region (n* < 40). This was also done across the entire boundary layer
thickness in the development region (59;,) downstream of the inflow boundary condition to ensure a satisfactory
transition to “natural” turbulence. The synthetic turbulence generator (STG) of [30] was used to generate unsteady
velocity fluctuations, which was shown to be effective in a number of studies [31-33]]. The progression from these
forced v; = 0 regions to the dynamic-model-determined v, is done by a linear ramp over 40 plus units in the wall-normal
direction for the near-wall region and over 36j, in the streamwise direction for the STG development region. The result
of this suppression of v, can be seen in Fig.

B. Gaussian Bump

The primary flow problem selected for this work is a turbulent boundary layer over the prismatic extrusion of a
two-dimensional Gaussian bump, shown in Fig. [3|by the black curve on the lower surface of the domain. This flow was
studied using RANS, WMLES, and DNS in [27,[33]], and a detailed explanation of the problem setup and geometry is
found therein. Note that a separate DNS simulation of the same Gaussian bump flow was also done by
[26], however differences at the inflow boundary condition result in the two simulations being distinct. Moreover, it
is important to mention that the profile of the bump being considered here is exactly the centerline of another fully
three-dimensional bump [24]] and being studied experimentally in a collaboration between the University of Washington
and The Boeing Company [25].

The Reynolds number defining the flow is Rey = 1.0M, where L is the characteristic length of the Gaussian bump
of 3 ft (0.9144 m) as well as the width of the 3D wind-tunnel geometry studied in [23]]. This corresponds to a Reynolds
number based on the bump height of Re;, = 85,000. The free-stream velocity (Us) is approximately 16 m/s, resulting
in a small enough Mach number (M. < 0.05) to treat this flow as incompressible. The origin of the turbulent boundary
layer is located at x/L = —1 (a distance of L upstream of the peak of the bump), producing a boundary layer with
thickness shown by the green curve over the bump surface in Fig.[3] At the location of the inlet to the scale resolving
simulations (shown by the dotted line in Fig.3)), the momentum thickness Reynolds number is Regy = 1,050, and the
boundary layer thickness is about 1/8 of the bump height (corresponding to 6;,/L = 0.0094).

In order to reduce the cost of the scale resolving simulations of the bump, the computational domain and boundary
conditions are altered relative to the description in Fig. [3| as follows. The inflow plane is located at x/L = —0.6
(dotted line in Fig. [3), where the adverse pressure gradient (APG) upstream of the bump is weak, and the outflow is
placed at x/L = 1. The spanwise period of the domain is L, = 46;,. Due to the growth of the boundary layer on
the downstream side of the bump, this width introduces some confinement effects on the solution. However, these
effects are small for x/L < 0.1, which is the primary region of interest of this paper (i.e. the strong favorable and early
adverse pressure gradient on the downstream side of the bump). The top boundary is modeled as an inviscid wall
and is slanted according to a profile fitted to the displacement thickness of the top boundary layer computed with the
preliminary RANS simulation of the entire geometry (see Fig. [3). This was done to reproduce the constriction effects of
the boundary layer growing on the top surface.
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Fig. 3 The black curves outline the computational domain defining the flow, while the green curves show the
boundary layer thickness predicted with RANS [33]] on both no-slip walls using an isoline of spanwise vorticity.
The dotted vertical line shows the location of the unsteady inflow to the scale resolving simulations (SRS).
Reproduced from [33].

As discussed in detail in [27]], the boundary layer over the Gaussian bump is subjected to a plethora of fluid flow
phenomena. In addition to a series of strong pressure gradient and streamline curvature effects, the flow also experiences
an incomplete relaminarization process caused mainly by the strong favorable pressure gradient (FPG) accelerating the
flow on the upstream side of the bump, and a partial retransition taking place at the bump peak where the pressure
gradient rapidly switches from favorable to adverse. These individual effects combine to create complicated flow physics
with significant deviation from standard turbulence behavior, as described below.

During relaminarization, the near-wall region of the boundary layer gradually ceases to be fully turbulent and spots
of quiet flow appear throughout the inner layer. Relaminarization does not complete however, thus a quasi-laminar
state is not achieved. Under this process, the streamwise velocity deviates significantly above the logarithmic law. As
the viscous layer grows thicker, the Reynolds shear stress is reduced (especially when non-dimensionalized by the
local friction velocity) and takes a bi-modal shape, and the skin friction coefficient drops while the flow is still being
accelerated. By contrast, the outer layer remains fully turbulent, although the fluctuations are significantly suppressed
by the acceleration and the convex curvature.

In the vicinity of the bump peak, where the pressure gradient changes sign, the near-wall flow weakened by the
upstream acceleration experiences a sudden enhancement in turbulent intensity brought about by the retransition process.
Spots of large vorticity appear at the wall, and a surge in turbulent kinetic energy and Reynolds shear stress is exhibited
in the inner layer. The skin friction is also increased, resulting in a local minimum and maximum in rapid succession. A
new highly energetic internal layer is formed which is more resilient to the strong APG and only develops incipient
separation on the downstream side of the bump. By contrast once again, the turbulence fluctuations in the outer layer
decay further under the continued convex curvature effects which persist throughout the APG region, causing the
Reynolds shear stress to change sign.

The boundary layer over the Gaussian bump at the Reynolds number chosen is therefore both a challenging and
exciting test case for the LESpns modeling paradigm. The strong favorable and adverse pressure gradients lead to
complex near-wall physics that are critical to the skin friction coefficient profile over the surface. For instance, the
extent of flow separation on the leeward side depends heavily on the development of the internal layer through the APG,
and thus on the retransition and relaminarization processes occurring upstream. All of these phenomena will challenge
the idea of a “perfect DNS wall model”. Moreover, the outer layer turbulence exhibits significant changes due to the
convoluted interaction of pressure gradient and curvature effects, thus providing a challenge to the LES SGS model.

C. Zero Pressure Gradient Flat Plate

Before tackling the full Gaussian bump simulation, a zero pressure gradient (ZPG) flat plate boundary layer is used
to validate the LESpns concept. To ensure that this simulation is relevant to the bump case, the flow conditions at the
inflow are matched. The only difference in the extruded geometry between this case and the bump is that the curved
bump floor is replaced by a flat plate and the top boundary is replaced by an inclined surface that allows an outflow
boundary condition to be applied. Together, these changes ensure that ZPG is achieved. The domain size was chosen to
be 136;, long and 26;, wide.



D. General Computational Setup

At the inflow of all of the scale resolving simulations presented in this paper, the synthetic turbulence generator
described in [30] was selected to introduce unsteady flow into the domain. According to this approach, the velocity
fluctuations are first created from a superposition of spatiotemporal Fourier modes with random amplitudes and phases,
and are then scaled by prescribed profiles of time-averaged Reynolds stresses in order to obtain the proper second order
moments. The fluctuations are finally added to a mean velocity profile to obtain the spatially and time-varying boundary
condition.

For the Gaussian bump simulations, the mean Reynolds stress and velocity profiles required by the method are
extracted from a preliminary RANS simulation at the inflow location of x/L = —0.6 (see Fig.[3). The details of this
preliminary RANS are described in detail in [27, 33]]. For the ZPG flat plate, the inflow mean profiles were also taken
from a RANS simulation. In this case, the simulation matched the freestream conditions of the Gaussian bump and also
resolved the boundary layer origin as shown in Fig.[3] Given the low Reynolds number of the flow, the Spalart-Allmaras
closure [34] with the correction of [6] was used in order to obtain accurate skin friction at the inflow.

It should be noted that [35] provides a means to assess and improve the convergence of the STG method to these
target inflow profiles via careful choice of the random numbers upon which it depends. This paper also documents that
some choices of random numbers can yield stresses up to 40% off their target. However, since the DNS results of [27]]
predated this paper, the LESpns results discussed here did not follow the random number optimization procedures of
[35] but instead used the same random numbers and start time (phase) as [27]] ensuring all comparative simulations had
the exact same inflow conditions. It should be stressed that comparing simulations that use STG inflow methods without
taking care to assess how well the statistics of the inflow agree is ill advised.

Lastly, all the simulations were run using the Parallel-Hierarchic-Adaptive-Stabilized-Transient-Analysis (PHASTA)
flow-solver. It is an open-source, stabilized, implicit finite element solver [36] for either the incompressible or
compressible Navier-Stokes equations plus any modeling equations and terms. Streamline-upwind Petrov-Galerkin
(SUPG), pressure-stabilizing Petrov-Galerkin (PSPG), and grad-div stabilization were used [36]. Time integration is
done using the generalized-a method [37]]. All meshes for LESpns discussed in this study used tri-linear tetrahedral
elements.

I'V. Numerical Results and Discussion

A. Zero Pressure Gradient Flat Plate

To study the efficacy of the LESpns concept, simulations were first performed on ZPG flat plate boundary layers.
This allowed a reduction in the complexity and computationally expense relative to the Gaussian bump, and further
allowed the results to be validated against a number of studies present in the literature. It is important to note that,
when using STG at the inflow, a second resolution question is raised — how much resolution is required to obtain a grid
independent inflow condition? This question provides a second dimension to the LESpns modeling paradigm where
very fine grids can be used in all three directions in the region that the synthetic turbulence at the inflow is converted into
physical turbulence — typically 3-5 boundary layer thicknesses. Similar to the normal gradation described above, the
very fine resolution required by STG can be relaxed gradually in the streamwise resolution. Indeed, it is our observation
that a grid-independent STG conversion requires streamwise and spanwise grids that are even finer than typical fully
developed DNS resolution. For example, while we obtain a grid independent solution when using AT =10 vs. 15 and
A} =4 vs. 6 for fully developed boundary layer DNS, there was an observable difference in the Cy curves within the
first 3 boundary layer thicknesses after an STG inflow (not shown in this paper). To be clear, this difference goes away
quickly (almost negligible by 5 boundary layer thicknesses and gone by 10 boundary layer thicknesses). However, since
the target application applies STG in a weak but steadily growing adverse pressure gradient, there was concern that the
flat plate relaxation to equilibrium could not be relied upon. A more complete study of grid independence of STG is
underway in a follow-on paper but, since the use of unstructured grids keeps the cost of a very fine inflow region to
about 10% of the total mesh, in this study, mesh sizes that were even finer than those needed for fully developed DNS
were used: A} =5 and A} = 2 over the first three boundary layer thicknesses. After three boundary layer thicknesses,
the span and streamwise resolution was allowed to grow slowly (geometric growth rate of one percent) until it reached a
value of A} = 10 and A} = 6 which were maintained throughout the DNS region for the remainder of the domain.

As noted earlier, this fine DNS resolution is maintained up to a local normal plus unit of 80 above which the grid is
coarsened gradually towards an isotropic mesh once the normal spacing grows to the level of the span and streamwise
resolution. Since the normal resolution continues to grow until it reaches A,, < §/64, the stream and spanwise spacing
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Fig.4 C; of flat plate boundary layer using an LESpxs mesh. The thin solid line are the empirical correlations
from [39] and the dashed lines surrounding it represent +/- 5% of the empirical value. Also presented are results
from [40, 41]).

also grow to this level which is generally considered fine enough [38]] for the outer layer of LES regions. It should
be noted that a structured grid with the same resolution would raise the simulation cost by a factor of six or more.
The coeflicient of friction for the simulation is plotted in Fig. ] with respect to Re g, with results from other studies
also plotted for validation purposes [39-41]. These results show that the unstructured grid design of the LESpns does
adequately predict the skin friction relative to the external validation results.

B. Gaussian Bump

The mesh parameters in local wall-friction units for the LESpns bump were identical to those given for the flat
plate mesh described in the previous section. The initial conditions for the simulation were interpolated from the DNS
presented in [27,[33]]. The simulation was run until statistical convergence of the flow upstream of separation was
achieved. The convergence is demonstrated in Fig.[5] The only significant changes in the differing time windows are at
the retransition region (x/L ~ 0.02-0.05) and downstream. Ongoing simulations have confirmed that, like the STG
region discussed above, the re-transition region requires finer resolution to obtain a grid-independent result. This may
be due in part to the dynamic model’s poor performance in transitional flows [42} 43]], which could require refinement in
this region up to DNS to obtain a grid-independent solution. The results that include refinement of this region will be
published in later papers but this paper will confine its discussion to the results upstream of retransition x/L < 0.02.

The results hereafter are compared to the DNS simulation runs presented in [27]], and the RANS and WMLES
results from [33]. The RANS result uses the Spalart-Allmaras (SA) model [34] with two model corrections added:
rotation and streamline curvature correction [44], and a low Reynolds number correction [[6]. The WMLES is an
improved delayed-detached eddy simulation using SA (IDDES-SA) as the underlying RANS model operating in
WMLES mode [31, 45]. The IDDES is described in detail in [33]]. Note that the IDDES model does not utilize the
model corrections that the RANS model uses. Quantities of interest are given as their time and spanwise average. A
comparison of Cy and C), is shown in Fig. @ For Cp,, all the simulations return very similar results, with the only major
differences being in the incipient separation region (approximately 0.15 < x/L < 0.35) which is outside of the region of
interest to this paper.

For Cy, there are far stronger differences between the simulations. In the mild APG region (x/L < -0.3),
LESpns and DNS agree quite well in Cr. After the initial STG Cy spike (which is known to be different for wall
resolved methods vs. wall-modeled methods), IDDES-SA and RANS track together and underpredict the DNS Cy
for most of this region. From the start of the strong FPG region (x/L = —0.3) to DNS’s peak C value, LESpns and
DNS again correlate quite strongly in Cr. IDDES-SA agrees with the DNS, though not quite as strongly as LESpys .
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Fig. 5 (a) C; and (b) C, plots of LESpns bump simulation comparing the first and second half of the full
statistical window.

Conversely, RANS has a significant overprediction of peak Cr. After the peak Cy value, IDDES-SA begins to drop
under both DNS and LESpys . It does feature the local Cy minima and maxima characteristic of the boundary layer
retransition, but it’s magnitude is quite far off. Until the retransition region (x/L =~ 0.02-0.05), LESpns continues to
track very closely to DNS.

Profiles were extracted at various locations before retransition to examine the velocity and Reynolds stress behavior.
These profiles were taken in the wall-normal direction, n. The velocity and Reynolds stress are rotated to a wall-oriented
orthogonal coordinate system (s, 1, z), where s and z are tangent to the bump surface and s is in the streamwise direction.

Additionally, to estimate the 99.5% boundary layer height, we use integrated vorticity method

U(s,n) = /OnoTz(s, n*)dn* U.(s) = U(s,n — )

and define 6995 = 0.995U,. This definition has previously been used successfully for flows with non-zero and changing
pressure gradients in [2, 26} 27]].

Profiles of streamwise velocity are shown in Fig. [/} normalized by local wall-friction units. Log law, taken as
In(n*)/0.41 + 5.0, has also been plotted for reference. Atx/L = —0.3, all simulations reasonably agree with DNS.
RANS overpredicts the velocity throughout the entire profile and appears to have a slightly larger slope in the log-law
region. IDDES-SA is very close to DNS, matching it’s slope in the log-law region, though overpredicting the intercept
of the line. LESpns has the strongest agreement with DNS until the outer region of the boundary layer, where it slightly
underpredicts the velocity. At x/L = —0.1, RANS has significant underprediction of the wall-friction-normalized
velocity, E LESpns and DNS agree well, with IDDES-SA slightly underpredcting DNS but still quite close. At
x/L = 0 though, IDDES-SA lifts off of the DNS prediction quite significantly. RANS continues to underpredict relative
to DNS, but LESpns remains in excellent agreement.

Plots of the turbulent kinetic energy (TKE, k) and Reynolds shear stress (M) are given in Figs. and@ For all
but RANS, these are of resolved turbulence only. For LESpns , modeled stress was estimated to be less than 0.5% of the
resolved stress using Ev_t, where S;; is the strain rate tensor. Turbulent kinetic energy is defined as half the trace of the
Reynolds stress tensor: 1/2(ugus + ujuy, +uzuy). For RANS, the Reynolds shear stress is given by 2v,S;; and TKE
is approximated with k = v,S/0.3 as suggested in [30], where S is the strain rate magnitude. Also in these plots are

vertical lines denoting the beginning and end of v,’s linear ramp for LESpyns , where the leftmost line denotes v, = 0
and the rightmost line is where v, reaches the full value prescribed by the standard dynamic Smagorinsky model.

For TKE shown in Fig.[8] LESpns shows good agreement with the DNS results for all three profiles across the full
boundary layer. LESpNs slightly overpredicts the peak k value at all three profiles, but maintains the characteristic shape
and magnitude of the profile. IDDES-SA similarly agrees with DNS in the outer region of the boundary layer. For the
inner region, it generally underpredicts the DNS-predicted &, with x/L = —0.3 being the primary exception. RANS
is quite poor for x/L = —0.3 while the other two profiles at least share the same general characteristics as the DNS
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Fig. 6 Plots of (a) C; and (b) C), for the Gaussian bump. (c) C; plots in the region of primary interest.
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Fig. 7 Plots of wall-friction-normalized streamwise velocity at select profile locations. Log law is taken to be

In(n*)/0.41 +5.0.

10



x/L=-0.3 x/L=-0.1

0.008 1

——+ DNS ——+ DNS
— LESpxs 0.012 — LESoxs
0.007 —— IDDES-SA —— IDDES-SA

0.006 1 0.010 754

Nl ---- RANS ‘ ---- RANS
. N I v Ramp
\

v; Ramp

0.005 |
g 0.008 {

8

o~ ! ~ 8
D 0.004 47 =)
< | < - |
<2 ! 2 0.006
0.003 4 5
| 004
0.002 0.00
0.001 0.002
0.000 1" 0.000
0.0 0.2 0.4 0.6 0.8 1.0 1.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
n/(5995 n/6995
(a) (b)
x/L=0
——+ DNS
0.0175 4§31~ - —— LESpxs
A — — IDDES-SA
11
0.0150 i ---=- RANS
," ‘\ ©+ 1 Ramp

0.0125

2

3 0.0100

k/

0.0075 !
0.0050

0.0025 4

0.0000

0.0 02 04 0.6 08 10 1.2
n/d995

(c)

Fig.8 Plots of turbulent Kinetic energy & at select profile locations. The v; ramp lines denote the start and stop
of the linear ramping of v, for LESpns. For RANS, k was approximated using v,S/0.3, where S is the strain
rate magnitude, as suggested in [30].

results. Reynolds shear stress (ulul,) tells a similar story. Excluding x/L = —0.3 (Fig. @), RANS is quite far from DNS,
IDDES-SA performs well in the outer region, but underpredicts closer to the wall, and LESpys is in good agreement
with the DNS. The primary difference to the k profiles is that LESpns does not have the overprediction of peak uju;,.

Of note in the k and uju;, profiles is that for LESpNs , the region where the dynamic model is forced off is nearly an
identical prediction of the DNS results, sans the overpredicted peak value for k. This lends credence to the idea that the
DNS region of LESpns is performing as a “perfect” wall model. It isn’t until v, becomes active that the LESpyns profiles
take any significant deviation from the DNS. Compare that with the IDDES-SA or RANS results, which deviate from
the DNS curves quickly as they move away from the wall. The fact that there is some departure once the LES model
becomes active points towards a weakness in the standard dynamic model prediction of the Reynolds shear stress in the
outer region of the boundary layer.

V. Conclusions
The LESpNs simulation paradigm was introduced, discussed, and tested. First, an unstructured tetrahedral grid was
proven effective in an LESpns concept for solving a ZPG flat plate boundary layer. An LESpns simulation was then
performed of the Gaussian bump and compared to DNS, IDDES-SA (in WMLES mode), and RANS. The LESpns result
compared well to DNS in conditions traditionally challenging for simulation of turbulent boundary layers, including
changing pressure gradients, curvature effects, and relaminarization. This could be easily seen by the comparative
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RANS and IDDES-SA results. Further, the cost of the LESpns was significantly less expensive than the DNS simulation
it is compared to. A full description of the savings is left for the journal paper that follows which will include finer mesh
results that adequately resolve the retransition region excluded from discussion in this paper.

The simulation relied upon an STG method to introduce an unsteady inflow with statistics consistent with the RANS
solution over a full domain. The unstructured grids used allowed a grid-independent solution of the region where the
random fluctuations from STG are converted to physical turbulence, further extending the concept of LESpys to include
DNS quality inflow to an LES simulation at modest (10%) additional expense.

Examining the behavior of the LESpns concept, the simulation results lend credence to the idea of using a DNS
near-wall layer as a “perfect” wall model; before the dynamic model was allowed to become active, LESpns consistently
matched the DNS results. The results also showed the potential for LESpys to isolate the performance of an SGS model
for the outer region of a boundary layer from it’s performance in the inner layer. In this particular case, it is shown
that the standard dynamic model may have some minor deficiencies in the modeling the outer boundary layer for the
Gaussian bump.

On-going are studies to reach grid independence in the retransition region of the flow, with plans on simulating
the Gaussian bump at higher Reynolds numbers. Future work on the LESpns paradigm includes testing other SGS
models [29, /46, 47| and extensions to higher Reynolds numbers where the cost savings of LESpns over DNS become
more dramatic.
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